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ABSTRACT

This paper proposes an attention-based neural network approach for single channel speech enhancement. Our work is inspired by the recent success of attention models in sequence-to-sequence learning. It is intuitive to use attention mechanism in speech enhancement as humans are able to focus on the important speech components in an audio stream with “high attention” while perceiving the unimportant region (e.g., noise or interference) in “low attention”, and thus adjust the focal point over time. Specifically, taking noisy spectrum as input, our model is composed of an LSTM based encoder, an attention mechanism and a speech generator, resulting in enhanced spectrum. Experiments show that, as compared with OM-LSA and the LSTM baseline, the proposed attention approach can consistently achieve better performance in terms of speech quality (PESQ) and intelligibility (STOI). More promisingly, the attention-based approach has better generalization ability to unseen noise conditions.
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1. INTRODUCTION

Speech enhancement, aiming to improve speech quality and intelligibility, has been widely investigated for many years in both academia and industry [1]. This technique is desired in many applications, e.g., mobile telecommunication, hearing aids and automatic speech recognition, etc. In these applications, the hearing experience or speech recognition performance will be degraded drastically when noise exists. In this paper, we study the single channel speech enhancement problem in which spatial information is unavailable, making the problem more challenging.

Over the past several decades, a large variety of algorithms have been proposed. In general, these algorithms can be classified into two categories, namely statistical-based approaches and data-driven approaches. Statistical-based techniques include spectral subtraction [2], Wiener filtering [3], the minimum mean-square error log-spectral method [4], etc. Typical data-driven approaches include non-negative matrix factorization (NMF) [5] and neural network (DNN). Recently, with the development of deep learning (DL), deep neural network (DNN) have become a popular method.

DNN-based speech enhancement can be regarded as a regression or prediction task. Given a set of manually-prepared clean-noisy speech pairs, a neural network learns to transform noisy magnitude spectra to their clean equivalents [6, 7] or corresponding masks such as ideal binary mask (IBM) [8] and ideal ratio mask (IRM) [9]. Various DNN structures have been explored, such as deep autoencoder [10], convolutional neural network (CNN) [11], long short term memory (LSTM) network [12] and their combinations [13]. Popular machine learning strategies have also been employed, including multi-task learning [14], progressive learning [15] and reinforcement learning [16]. Several studies combine the spectral and phase information when the algorithm re-synthesizes the predicted features back into time-domain waveforms [17]. As another option of input, raw waveforms can be directly fed into a neural network as well. In this way, CNN [18], generative adversarial network (GAN) [19] and the popular audio generation model, WaveNet [20], have been studied. In the above DNN-based approaches, the loss function of most neural networks is mean-square error (MSE). Recently, perceptual evaluation criteria, e.g. PESQ, has been used as the optimization objective [21] as well.

In this paper, we explore the attention-based neural network structures for improving the performance of speech enhancement. Our work is inspired by the recent success of attention models in various sequence-to-sequence learning tasks, including machine translation [22], speech recognition [23] and keyword spotting [24, 25]. It is intuitive to use attention mechanism in speech enhancement: humans are able to focus on a certain region of an audio stream with “high attention” (e.g., the target speech) while perceiving the surrounding audio (e.g., noise or interference) in “low attention”, and then adjust the focal point over time. Specifically, we adopt attention mechanism on LSTM-RNN models which have shown superior speech enhancement performances by modeling important sequential information [12]. While the RNN model learns weights of past input features implicitly when predicting enhanced frame, the attention mechanism calculates correlations between past frames and the current frame to be enhanced and gives weights to past frames explicitly. Experiments show that, as compared with the LSTM baseline, the proposed attention approach can consistently achieve better performance in terms of speech quality (PESQ) and intelligibility (STOI). More promisingly, the attention-based approach has better generalization ability to unseen noise conditions.

2. ATTENTION-BASED SPEECH ENHANCEMENT

2.1. System Overview

The schematic diagram of our attention-based approach is illustrated in Fig 1. The input is \( X = [x_1, \ldots, x_t, \ldots, x_T] \), where \( x_t \) represents the magnitude spectrum of noisy speech at frame \( t \) and \( T \) represents the total number of frames of a speech segment. Specifically, our system contains three modules: the encoder, the attention...
mechanism and the generator.

The encoder extracts a high-level feature representation \( h \) from the input speech feature \( x \):

\[
h^Q, h^K = \text{Encoder}(x),
\]
where the \( h^Q \) and \( h^K \) are the query and key, respectively [26]. In our work, we adopt LSTM as the encoder that has strong sequential modeling ability leading to superior performances in speech enhancement [12]. Then the attention mechanism takes the query and key as input and forms a fixed-length context vector:

\[
c_t = \text{Attention}(h^K, h^Q).
\]

Finally, the enhanced speech \( y \) is the output of the generator which takes the context vector \( c_t \), the noisy speech \( x_t \) and the encoder’s output \( h^Q_t \) as inputs:

\[
y_t = \text{Generator}(c_t, h^Q_t, x_t).\]

We detail the encoder, the attention mechanism and the generator in the following subsections.

### 2.2. Encoder

The encoder aims to give a high-level representation from the input feature. As shown in Fig 2, we explore two different structures for the encoder: expanded and stacked. The difference between the two encoders lies in the generation of query \( h^Q \).

For the expanded encoder as shown in Fig 2 (a), the input feature \( x_t \) is first fed into a fully-connected layer

\[
\hat{x}_t = \text{tanh}(W_x x_t + b_x),
\]
then, \( \hat{x}_t \) is regarded as the input of the LSTM cell and

\[
h^K_t = f(\hat{x}_t),
\]
where \( f(\cdot) \) represents function of LSTM cell and \( h^K_t \) is the output of LSTM cell. Through the same process, we can get the output \( h^Q_t \) as well.

Differently, in the stacked encoder as shown in Fig 2 (b), \( h^Q_t \) is calculated as

\[
h^Q_t = f(h^K_t).
\]

### 2.3. Attention Mechanism

Recall that the attention mechanism forms a context vector \( c \) that contains the information of key \( h^K \). Notably, the attention mechanism can use both past and future frames of a time sequence. In practice, we usually treat speech enhancement as a casual problem, or we only use the past frames to avoid any latency.

Here we use two strategies: causal dynamic attention and causal local attention. Specifically, in the former, if we denote a frame, \( x_t \), we calculate attention weights using \( [x_t, \ldots, x_{t-w}] \). This means we consider all the past frames when we enhance the current frame. If the utterance is too long, the attention weights of many previous frames may be nearly zero. So, in the latter, if we enhance the current input \( x_t \), we only use \( [x_{t-w}, \ldots, x_t] \) to calculate the attention weight, where the value of \( w \) can be set as a constant.

Thus, a normalized attention weight \( \alpha \) is learned:

\[
\alpha_{tk} = \frac{\exp(\text{score}(h^K_k, h^Q_t))}{\sum_{k=n}^{t} \exp(\text{score}(h^K_k, h^Q_t))},
\]

When we use causal dynamic attention, \( n = 1 \). For causal local attention, \( n = (t - w) \). We follow the correlation calculation in [27], so \( \text{score}(h^K_k, h^Q_t) = h^K_k \top W h^Q_t \). Finally, we compute the context vector as the weighted average of \( h^K_k \):

\[
c_t = \sum_{k=n}^{t} \alpha_{tk} h^K_k.
\]

### 2.4. Generator

The output of the speech enhancement system is generated using the context vector \( c_t \), the encoder’s output \( h^Q_t \) and the input feature \( x_t \). Given \( c_t \) and \( x_t \), we first learn an enhancement vector \( e_t \):

\[
e_t = \text{tanh}(W_e [c_t; h^Q_t] + b_e),
\]
where the \([\cdot; \cdot]\) denotes the concatenation of two vectors. Finally, similar to [28], we form a ‘hidden’ mask of the input feature \( x_t \), and the final enhanced speech \( y_t \) is

\[
y_t = x_t \odot \text{sigmoid}(W_m e_t + b_m).
\]

### 3. EXPERIMENTS

#### 3.1. Datasets

To evaluate the performance of the proposed method, we create some synthetic datasets. The conditions of all the datasets are summarized
in Table 1. Specifically, first we randomly select a clean speech file from a multiple-speaker speech corpus which has 21407 utterances (about 24.5 hours) and a noise file from the Musan corpus [29]. Then we randomly select an SNR between 0dB and 20dB, and mix these two files to create a noisy file according to the selected SNR. We divide the generated 21407 noisy files into 13407, 4000 and 3000 for training, validation and testing. Neural network training is conducted using the training set and the loss on the validation set is examined as the convergence condition. The original testing set is named as Test-0. We further create 4 new test sets (Test-1,2,3,4) each with 3000 utterances from another set of speakers for real scenarios. In Test-1,2, interferer noises are from the noise pool, Musan, as Test-0. These Test-3,4 are generated by adding different noises (with the training set) from CHIME3 [30]. The SNR of these test sets are illustrated as Table 1.

### Table 1. Conditions of noise and SNR for datasets. Utterances in Train, Valid and Test-0 are from the same multi-speaker set; while utterances in Test-1,2,3 and 4 from another set of speakers.

<table>
<thead>
<tr>
<th>Set</th>
<th>Train</th>
<th>Valid</th>
<th>Test-0</th>
<th>Test-1</th>
<th>Test-2</th>
<th>Test-3</th>
<th>Test-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise</td>
<td>Musan</td>
<td>Musan</td>
<td>Musan</td>
<td>Musan</td>
<td>CHIME3</td>
<td>CHIME3</td>
<td></td>
</tr>
<tr>
<td>SNR</td>
<td>0-20dB</td>
<td>0-20dB</td>
<td>0-20dB</td>
<td>-5dB</td>
<td>0-20dB</td>
<td>-5dB</td>
<td></td>
</tr>
</tbody>
</table>

3.2. Experimental Setups

The sampling rate of the speech files is 16 kHz. We use short-time Fourier transform (STFT) to extract the spectrum from each speech utterance. A Hanning window with 512 points and overlap interval of 128 are used. The fast Fourier transform (FFT) is taken at 512 points and the first 257 FFT points are used as our spectral feature. Hence for all neural networks in this paper, the input and the output are both magnitude spectrum with 257 dimensions. In the evaluation stage, we combine the output of neural network and phase information calculated from the corresponding noisy speech and use inverse Fourier transform (IFT) to get the enhanced wave file.

We compare our approach with OM-LSA [31] and an LSTM approach without attention mechanism. Here as a typical statistical method, OM-LSA is treated as the baseline. The LSTM has two layers and each layer has 128/256/512 cells. Note that in order to make performance comparison when the models have similar size of parameters, the cell size of the LSTM encoder in the proposed attention approach is set to 112/224/448, accordingly. These models are initialized with the normalized initialization and trained using Adam [32]. The loss function used is mean square error (MSE). All parameters are learned automatically when we train the neural network. The learning rate is set to 0.0005 at the beginning and decays with a rate of 0.5 when the loss of current epoch is greater than the previous epoch. The batch size is 128. Dropout regularization is also used [33]. Perceptual evaluation of speech quality (PESQ) and short-time objective intelligibility (STOI) are used as evaluation criteria.

3.3. Experiment Results

We first analyze the performance of the baseline methods and the proposed method on Test-0 using casual dynamic attention. The results of PESQ and STOI are summarized in Table 2. We can clearly see that the attention-based method outperforms the two baselines consistently for different size of parameters, which indicates that introducing attention mechanism to neural network based speech enhancement is beneficial. We also notice that the stacked encoder structure has slightly better performance than the expanded encoder structure but the difference is not significant.

In the experiments for causal local attention, the value of $w$ was set to 5, 15 and 30. The results of PESQ and STOI on Test-0 are shown in Table 3. Previous observation is still valid for causal local attention: the attention-based model outperforms the baseline systems. We also notice that bigger value of $w$ for causal local attention results in no further improvement and the best performance is achieved when $w = 5$. At the same time, comparing Table 2 and Table 3, the causal local attention models have comparative or even better performance than the causal dynamic attention models. The above two observations verify the conjecture that we do not need consider very long historical information in the speech enhancement task. This is reasonable because noise conditions (types and SNRs) may change time to time.

To make an intuitive understanding of the attention mechanism, we have visualized the attention weights of the two attention-based approaches with stacked encoder ($w = 5$) on a testing speech clip (100 frames), as shown in Fig 3. The $x$ axis represents $h^N$ and the $y$ axis represents $h^Q$. The point, $(x, y)$ represent attention weight. We can see that the attention-based model gives different weights (or different ‘attention levels’) to the contextual frames explicitly during speech enhancement. To further showcase the speech enhancement ability of different methods, a speech utterance (spectrum) from Test-0 is shown in Fig 4. The original speech is contaminated with ‘dog-barking’ noise. The traditional OM-LSA method cannot handle this kind of non-stationary noise properly: most of the noise components still exist and some of the speech components are mistakenly removed. Although the LSTM approach can significantly remove the noise components in this example, there still exists noise residuals (in the marked rectangular). On the contrast, the attention-based method can remove the noise properly and the speech components are almost completely restored. Some of our testing examples can be found from [https://xhoare.github.io/index.html](https://xhoare.github.io/index.html).

Experimental results on Test-0,1,2,3,4 are summarized in Table 4, which shows the generalization capability of different approaches. Here for the attention model, the causal local attention
strategy is used and the attention window $w = 5$. First, we can see that, on all the test sets, the neural network methods (LSTM and attention) achieve superior performances over the traditional OM-LSA method and attention-based models consistently achieve the best performance. We also notice that all the neural network models have performance degradation when tested on the mismatched sets (Test-1,2,3,4 vs. Test-0). Moreover, the models trained on the data with 0-20dB SNR have significant performance degradation on the test set with -5-0dB SNR (Test-2). Further with both mismatched noises and SNR conditions, large performance degradation can be observed on Test-4. But among all the methods, our attention models have shown better generalization ability. For example on Test-4, the attention model with stacked encoder has achieve 0.173 and 0.295 absolute PESQ gains as compared with the ordinary LSTM model and the OM-LSA method, respectively. These results further prove that the proposed method using attention mechanism is promising in improving speech enhancement performance.

4. CONCLUSION

In this work, we have shown the promising ability of introducing attention mechanism in neural network based speech enhancement. As compared with OM-LSA and an ordinary LSTM, the proposed approach can consistently achieve better performance in terms of PESQ and STOI. More promingly, the attention-based approach has better generalization ability to unseen noise conditions. In the future, we will explore other new attention mechanisms [34] in the speech enhancement task. We will also study the abilities of the attention models in dealing with different types of noises.

<table>
<thead>
<tr>
<th>Test set</th>
<th>NOISY</th>
<th>OM-LSA</th>
<th>LSTM</th>
<th>att-expanded</th>
<th>att-stacked</th>
</tr>
</thead>
<tbody>
<tr>
<td>PESQ</td>
<td>STOI</td>
<td>PESQ</td>
<td>STOI</td>
<td>PESQ</td>
<td>STOI</td>
</tr>
<tr>
<td>Test-0</td>
<td>2.492</td>
<td>90.6</td>
<td>2.688</td>
<td>90.5</td>
<td>3.014</td>
</tr>
<tr>
<td>Test-1</td>
<td>2.270</td>
<td>86.1</td>
<td>2.611</td>
<td>87.1</td>
<td>2.960</td>
</tr>
<tr>
<td>Test-2</td>
<td>1.256</td>
<td>72.9</td>
<td>1.596</td>
<td>73.1</td>
<td>2.049</td>
</tr>
<tr>
<td>Test-3</td>
<td>2.099</td>
<td>83.6</td>
<td>2.746</td>
<td>85.6</td>
<td>2.866</td>
</tr>
<tr>
<td>Test-4</td>
<td>0.963</td>
<td>70.5</td>
<td>1.684</td>
<td>70.8</td>
<td>1.806</td>
</tr>
</tbody>
</table>
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